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Abstract: We are currently implementing a system to help experienced programmers during the development, implementation and debugging of their programs. This system, built on top of a screen oriented structural editor, offers possibilities to attach descriptors to every portion of the program and to maintain simultaneously different versions of the program being written, including tentative hypothetical versions. It comprises a mechanism to maintain minimal consistency between modified parts of code, the non-modified parts of code and the attached descriptors, as well as an evaluation module functioning in different modes: normal evaluation, symbolic evaluation and checking evaluation.

The standard program aids, such as indexes, pretty printers, trace packages, undo- and history-facilities are generalized to handle the descriptors and unfinished programs as well.
1.0 INTRODUCTION

Constructing large and complex programs is rarely a well defined, orderly process proceeding from abstract specification to design and finally to implementation. It is a tedious, time consuming and complex activity, based often on some method of trial and error or successive refinement, while constructing, testing, then rejecting or modifying different algorithms, heuristics and representations used thus far.

Often even, the initial (formal or informal) specification of parts of the developing system will be modified as a result of new insights gained during the process of interactive design and implementation.

Special problems may arise when - as is usually the case in production environments - the system is developed by a group of several programmers, each one perhaps modifying (or wanting to modify) parts of the others' work.

In actual programming environments (PE) no on-line possibility exists to keep track of the developmental decisions, to access previous or future (1) versions of the system and to switch back and forth between different viewpoints of it. In addition, on-line possibilities to help to evaluate the range of influence of intended modifications do only rarely exist.

The construction of highly complex software systems not only creates problems during the development, maintenance, extension or transportation phase, it also creates crucial problems for the comprehensive interactive reading or annotation of it.

What is needed in a PE permitting the programmer to keep track of all his/her ideas, intentions and decisions underlying every part of his/her program, as well as a possibility to access them at every moment of his/her interaction with it. The programmer needs to have a possibility to create tentative versions of parts of the program, without destroying or otherwise fundamentally changing the structure of the already existing program. S/he should be able - after an incorrect decision - to go back to a previous version of the code, while keeping the actual version as an annotation of it, perhaps even with commentaries stating the reason for abandoning this line of development. A possibility should be offered to work simultaneously on different, independent versions of parts of the program, leaving open the guided merging of parts of these different tentative versions into a new and more elaborated one.

In addition, during the development of the program, the programmer needs a possibility to execute unfinished programs interactively - without being confronted with already anticipated 'fatal error' messages.

The PE I am proposing addresses all these issues: it is able to keep track - through an annotation facility - of all the modifications; it

(1) Since the programmer has the possibility to work on different versions of his program, he may well, when working on an 'old' version, be interested to consult some more recent one. The notion of 'future' is relative.
enables—through a multiple evaluation function—the simultaneous use of multiple versions of a program; it accepts temporarily limited solutions, and it permits the execution of unfinished programs and useful annotation of every part of the developing program.

These possibilities are obtained by means of three major changes in our LISP interpreter:

- a new representation of a program as a tree of all its versions until now constructed, along with possible attachments to every point in the tree
- a sophisticated, structure-oriented editor through which all interaction with the LISP system takes place and which works on this tree representation of programs
- a special evaluator, able to work in different, programmable modes and contexts.

With this system, the programmer can, at every moment, interactively control the evolution of his/her software architecture.

In the following sections of this paper, I will, after exposing some preliminary design decisions, describe the significant aspects of the proposed PE, as well as the possibilities it offers. Finally, I will raise several as yet missing—but necessary—features and propose directions for further development.
2.0  PRELIMINARY DESIGN DECISIONS

In this somewhat technical, short paragraph I will describe some of the implementation details necessary to understand the feasibility of the proposed interactive programming environment.

Since we wanted our programming environment to integrate the - normally separated - activities of editing, executing and annotating of programs, the usual representation of a program as either a string of text (for the editor) or a execution adapted representation of code had to be unified in a single representation, combining code, text, commentaries and so on. I achieve this in representing the program as a tree, growing through the development process. It is then the task of the different modules working on this tree, to change the representation, that is the point of view one can have of this tree.

In LISP, as soon as one is confronted with the project to change the representation of a program from a linked list of code to a tree of all different versions of the program thus far constructed, enriched by all kind of possible descriptions (see Fig. 1), the use of the classical linked list is no longer adequate: there is no possible place to attach descriptors, nor is there any convenient possibility to have more than one successor to a node (at least as long as one is concerned about cost-effectiveness and does not want to pay too high a price in space (1)).

![Diagram](image)

Figure 1: part of a program-tree with attached descriptors

I have decided to maintain - simultaneously - two versions of LISP: one (the production version), which corresponds to the normal version of LISP (1) to change the representation of a list in a tree, while continuously using linked lists, would double the number of CONS-cells.
and is used outside the PE for programs whose development may be considered as completely finished, and a second one (the environment version), where I don't work on simple lists, but on triples (as in TREE T (British OSI)) of a CAR, a CDR and a DESCR (called CSR in TREE T),

where the CAR and CDR parts of the triple correspond to the standard CAR and CDR fields, while the DESCR field itself is divided in a field for the descriptors of the CAR and another one for those of the CDR of the actual triple. The DESCR field will contain the attachments to the different parts of the program.

Since the descriptors may contain modifiers for the evaluation process, such as other versions of the associated CAR and CDR, I have rewritten all the standard LISP functions in such a way as to be able to handle this new structures.

Except for the special case of commentaries attached to the code, the descriptor field can only be written using the editor. This implies that I also maintain two READ functions, one to read in normal S-expression and to convert them to this internal triple-representation (and which, as a side effect, converts commentaries to machine internal representation thus, by the way, making them accessible for use during run-time) and one for reading in S-expressions already in the form of triples.

The PRINT function is parametrized to print only this level (or point of view) which is actually under consideration. So, if the programmer considers version one of his program, all the other versions appear to be hidden.

The new EVAL function is described in paragraph 4, being a fundamental component of the PE.

The other representational change concerns variables: since one must assure dynamic access to previous values of each variable, they are represented as individual stacks (cf. dream-paper [Steele 79]) and the design of the new HP 32-bit processor.

Even if these design decisions seem to be rather space inefficient, let me remark that these representations are only in use during interaction with the PE. Once the development and implementation of a program is finished, it is handled by a normal LISP interpreter or compiler.
3.0 The Editor

All interaction between the programmer and the PE is monitored by the editor, which is an integrated part of the language. Externally no distinction is made between editing commands and execution commands, and at every moment full access to all the available commands is assured, enabling the user as well to execute function calls in the midst of an editing session as during normal interaction with LISP, to edit the functions or data structures which need modification.

3.1 Internal Organization of the Editor

The editor is directly working on the internal representation of the edited objects; in this way, the objects are continuously available for the normal evaluation process.

The core of the editor is similar to the Interlisp editor [Teitelman 78] or to EF [Breussay 78], with the additional feature that the visualization of the edited objects is display oriented, meaning that in stead of successively printing out the newly accessed structures, a unique screen image of them is constantly updated. This isn't but a slight improvement over the classical structure oriented LISP editors, except that it permits a pattern-oriented editing as exposed in paragraph 3.3.

A much more important extension is that each edited modification adds new code, commentary or other information to the already existing in-core representation of it. An editing command never - except on very special occasions - deletes anything; a new current version is created, and the old one is kept on historical attachments. This means that a program is a tree of all previous versions of it, or - said differently - a program is a set of successive viewpoints of it. The current version is just a special way to travel down the tree.

Let us take a (very) simple example. Suppose the programmer has written a function, called P20, to implement the factorial program:

```
(defun p20 (n)
  (if (= n 0) 1 (* n (p20 (- n 1))))
```

and that for some reason s/he has modified this function so that it computes the sum of all integers up to N:

```
(defun p20 (n)
  (if (= n 0) 0 (+ n (p20 (- n 1))))
```
(DEFUN FOO (N) (IF (= N 0) 0 (+ N (SELF (FOO (- N))))))

Internally this function will then be represented as:

(FOO
 (LAMBDA (N)
 (IF (= N 0) ((v$0 . 1)
 (v$1 . 0))
 ((v$2 . 0) N (SELF (FOO (- N)))))))

where v$0 and v$2 are just the version numbers. An absence of a version number indicates that the corresponding part of program is valid for all versions. To read the current program, it is sufficient to travel along the tree in following but the highest $n$ where ever different versions are encountered. At the same time this representation also permits access to any previous version of the program, it is sufficient for that to consider the corresponding version number as the highest possible path.

If for some reason the programmer wants to modify a previous version of the program - by this way creating a new intermediate version - the editor generates sub-versions to already existing ones. So, for example, if s/he re-edits version zero (v$0) of the program FOO and changes the recursion exit test to

(= N 1)

the internal version will be:

(FOO
 (LAMBDA (N)
 (IF (= N ((v$0 . 0) . 0))
 ((v$0 . 1)
 (v$1 . 0))
 ((v$2 . 0) N (SELF (FOO (- N)))))))

Let me remark that the editor keeps the data of the changes, modifications or adds also in its internal representation, and that it is possible to communicate to the system some reasons for changes, which then are also saved in the internal representation, so, permitting a future reader to follow the design decisions which led to the current version of the program.

The new branches created at each modification automatically inherit most
of the attachments and (minimally) indicators are set so that they refer to a previous version and possibly need some updating. A further research will be to construct some inference mechanisms which could (at least partly) automatically generate those updating.

A psychologically important point in all interactive PE's (cf. Weinberg 71) and [Shneiderman 80] is not to overload the perceptive capacities of the user. That is why, during the editing sessions, all versions except the one under consideration, and all attachments are invisible or hidden, and may only selectively be rendered visible through special commands. This design decision makes it possible to edit a program exclusively on an arbitrary level of attachments, without being overloaded by the display of all the additional information contained in the program tree.

Actually, this important notion of minimally necessary information exists already in rudimentary form in the standard structured LISP editors [Teitelman 78, Grueeney 78, Adda 81] in the form of the star convention, which I keep in our display oriented editor. This characteristic also enlarges the notion of an editor: it is not any more considered as a mere tool to write and modify programs, but also as a crucial instrument for interactively reading already existing programs. It permits to read a program in concentrating on selective viewpoints (versions, attachments) only. So, a program may be read only on the level of global commentaries, to get an overview of the working of the system, or on the level of logical assertions, or whatever point of view may be of interest to the programmer or reader. The standard reading is what corresponds to the 'normal' definition of the functions or data-structures.

3.2 The Attachments

The system recognizes, and the editor has a set of special commands to access and modify, some reserved standard attachments, built-in a priori. Those are:

examples
To every function and, more generally, to every portion of code may be attached a set of concrete examples. Those may, in the first place, be considered as a special case of commentary, helping the casual reader to understand the use of the associated program fragments. It is also, following an idea of Patrick Grueeney, a way to control - during execution - the correctness of the part of code associated. This is especially of interest when the program has been altered but is continuously supposed to fulfill the same tasks. The examples are, by the system, considered as minimal contracts for the associated code.

commentaries
A standard deficiency of LISP is that its READ function ignores commentaries. I have modified the 5-expression reader of LISP, so that commentaries are not lost any more for inspection once the program is loaded, in attaching them to the code which they precede.
Index

Indexes are attached to function- and variable names. They are constructed automatically during the editing of the functions and may be supplied manually for functions whose implementation is left open.

meanings

The programmer has the possibility to attach special commentaries to his functions, expressing the "meaning" of it. Those commentaries may be printed out by special commands (they constitute one point of view of the associated function). They also serve other utilities, such as the trace-package, the pretty-printer, and even the evaluator when it encounters unfinished parts of the program.

assertions

To every part of the program may be attached special predicates describing the restrictions which must be valid at entry to this point of the program. During execution, the evaluator automatically checks their satisfaction and interrupts execution if some discrepancies appear.

version

As already mentioned, modifications of the program generate new branches in the program tree: the version attachments. They contain special subfields for the data of the modification, its reason (commentaries given by the programmer) and - if the program is developed by more than one person - the person actually carrying out those modifications.

Two additional specialized attachments are planned: one for symbolic descriptions, generated automatically by Daniel Gossens' CAN system (Gossens 79) or by Patrick Graessay's RAINBOW system (Graessay 80), and one for propositions of improved versions, generated automatically by my own system PHENAFETE (Hertz 82).

The user has the possibility to introduce new attachments and - optionally - he can make them known to the system in defining special procedures for which the editor, the evaluator and other parts of the PE are automatically checking their presence. Those procedures may be considered analogues to the user defined pretty-print properties of some classical LISP PE's.

3.3 Using the Editor

The editor divides the screen in 3 different zones: one where the edited structure is displayed, one for giving a menu of special commands, and one for the command line. Figure 2 shows the screen at a given moment of interaction displaying a partly constructed function, a menu window showing commands to handle attachments, and in the command line a request to write this partly defined function into a file.
In Figure 3, we have displayed part of a sample editing session. Note that at every interaction with the editor the pattern of the expected instruction is displayed, helping both the novice programmer with his/her initial syntactical problems (no closing parenthesis has ever to be typed) as indicating to the experienced programmer continuously at which point a/n is inside the program. The cursor moves automatically to the next syntactic unit as soon as the typing of the previous unit is finished. All attachments appear as commentary when displayed, preceded by special symbols indicating its type.

When the program gets larger than what can be displayed on the screen, the editor automatically changes to the star convention. In this way, there is always assured that the entire program structure is displayed, so that the user is never lost as to the point a/n is inside this structure.
There exist naturally more complex commands, some of these are listed below:

- **write**: saves the actual state of the program tree by writing it in a file.
- **read**: retrieves a program tree from a file and places the cursor at the beginning of the program or at the first syntactic unit not already filled out.
- **find**: moves the cursor to a node which matches a given pattern.
- **attach**: removes a subtree from the program tree and 'attaches' it to the cursor.
- **detach**: inserts the previously attached subtree at the position of the cursor.

More sophisticated editing commands exist to move the cursor, to display subtrees or attachments, or to 'delete' them. All commands are syntactically checked, so after finishing editing the user is assured to have a syntactically correct program. (This checking corresponds roughly to the surface reading of the PHENOMENE system [Nertz 82].)
4.0 THE EVALUATOR

In an integrated and interactive PE, such as the one I propose, the evaluator has to be designed in such a way as to be able to take into account all the possibilities offered by the PE. This implies that there have to be special features to handle the program tree, since it is no more confronted with a linear version of a program, but with multiple versions of it, enriched with special descriptors - possibly directing the evaluation process itself. It has to be able to handle all the special cases related to the debugging and development phase, such as conditional evaluation, interruption on events, inverse evaluation and evaluation of unfinished code. In this paragraph I will describe the differences between normal and PE dependent evaluators.

4.1 Internal Organisation of the Evaluator

The most important characteristic of our evaluator is that I have generalized the notion of context: I distinguish between syntactic context, the context determining which one of the multiple versions of the program is to be executed, and dynamic context determining the state of evaluation, mainly determined by the stack frame.

4.1.1 syntactic contexts

Since the evaluator is working on program trees rather than on linear programs, a call to the evaluator has to determine which path in the tree corresponds to the version actually needed. This may be defined globally, in setting the version number - which by default will be the latest, i.e. the highest one - or dynamically during internal calls with an additional argument the version to consider.

I also intend to include special descriptors which would - depending on the dynamic context - determine the syntactic one. This will be especially useful if the user intends to use different versions of his/her program during different execution modes (trace, step-by-step, etc) and implements an elegant way for table driven program development, analogous to table driven programming.

4.1.2 dynamic contexts

The dynamic contexts determine the mode of evaluation at any given moment. These modes may be determined explicitly, for example by invoking the stepper, trace package or undo facility, or implicitly, for example: when the evaluator encounters a call to an undefined function, the normal
mode of evaluation is suspended and a special careful mode is entered.

Besides the user programmed modes (a facility already necessary for incrementally extending the system itself) I actually distinguish the following modes:

normal mode: the normal evaluation of a given version of a program.

trace mode: this mode, as its name indicates, is on when tracing the execution of a function. It determines the grain size — indicating at which level of detail, or for which predetermined events the trace has to be carried out.

stepping mode: as the trace mode, this mode determines the grain size of the steps. After each step it enters a break point during which the programmer has access to the entire system.

event mode: in event mode, the evaluator is looking for special computational events to happen, such as the assignment of a special value to a variable, the call of a function with some special arguments, or any other predetermined computational event. If such an event occurs, the evaluator interrupts normal execution and either enters a break point or evaluates a user given function associated to this event. Any number of events may coexist.

careful mode: when the evaluator has to compute the value of a function call to an until now undefined function, or the value of an unknown variable, normal execution is suspended, the arguments of the function call and the name of the function or the name of the variable and the available index information are displayed, and the user is asked how to proceed. He can supply manually some value for the variable or define the missing function, and then proceed in the normal evaluation, or he can tell the machine to switch to symbolic mode, or he can enter debugging mode.

symbolic mode: whenever the evaluator is in this mode, instead of computing values it computes symbolic expressions describing (reflecting) the computation. I intend, in a further development of the system, to hand the symbolic evaluation over to Gooossens' system CAN (Gooossens 78).

inverse mode: inverse mode corresponds, basically, to the 'classical' undo facility of Interlisp (Teitelman 78). Two possibilities exist: either one undoes in a step by step manner — in unwinding the control stack — or one undoes until the occurrence of a special event.

Naturally, the different modes may be combined in different ways. So, the user can, for example, tracing the 'undo'-ing until a given event, combining inverse, trace and event mode, but it is still an open question to determine which combinations are possible and which are not. Also, I'm looking for possibilities to make the evaluator switch autonomously between real and symbolic execution whenever necessary.

The guiding principle of the evaluator is to continue evaluation as long as possible, without ever punishing the programmer with any kind of 'fatal' errors.
There exist an additional mode: debugging mode. In this mode, listed separately since independent of the evaluator, the display screen is divided in several regions: one for displaying the run-time stack, one for editing functions and one for displaying variable values. The user can, in this mode, travel through the stack, visualizing the functions pointed at whenever he wants (and edit them), and re-enter evaluation at any point he chooses.

In some cases, such as for example when the user has drastically modified a function of which a call is somewhere below on the stack, the normal restarting of the evaluation can not be guaranteed to be error free.

4.2 Automatic Checking

As already mentioned in paragraph 3.2, the user has the possibility to attach examples and logical input assertions to every part of code. The examples are input/output pairs which the associated code should be able to handle correctly. They are considered as minimal contracts of this part of the program. Whenever the evaluator encounters such an example attachment not already verified, it suspends normal execution and executes the portion of code on the input examples given. Then it compares (with the EQUAL function) the computed output for these examples with the output supplied, continues — after marking the example as verified — normal execution if all the input/output pairs are satisfied, otherwise it enters a breakpoint, informs the user of the discrepancies encountered and waits for further instructions.

Naturally, this kind of checking can not be considered as program verification, but it gives a minimal security as to the correctness of the associated code: it ensures the user that the program works at least for the examples supplied.

At every entry to the evaluator, it checks also for the presence of an assertion attachment, indicating the class of values which are accepted as possible input by this part of code. In Figure 2, the assertion indicates for example that the variable R should have a value greater than zero. If such an attachment is present, the evaluator applies the given predicate (which may be of arbitrary complexity) to the input values and proceeds evaluation if the predicate yields true, otherwise it interrupts evaluation at the point this piece of code (or function) was called and enters in careful mode.

Let us remark that nothing excludes — a priori — the combination of a sophisticated program verifier to the PE. To this end it would be sufficient to define a new class of attachments containing the logical descriptions of the program's behaviour and to associate to those attachments a special event mode invoking the verifier. What I am describing here in this paper is not a final version of a PE, but the basic PE on top of which much more sophisticated and personalized user aids may be incrementally built on. It is the basis for an incrementally growing PE.
5.0 MAINTAINING CONSISTENCY OF DESCRIPTORS

Given that, in our PC, a program is a complex tree combining code and descriptions, and that I want the system to automatically check its correctness, one of the main problems emerging is to keep those descriptors consistent with the code, without overcharging the programmer, during every modification of some aspect of the program tree, with an enormous burden of checking its consistency manually. The ideal would be that the system automatically maintains the consistency, but this implies the construction of a program understanding system completely beyond the actual scope.

The solution adopted so far is:

1. to propagate automatically every modification
2. to try to automatically construct new formal descriptors which could be compared to the already existing ones.

5.1 Propagation of Modifications

Let me repeat: in my representation schema, every part of a program may be represented from a multitude of different viewpoints: code, meaning, commentary, examples, symbolic descriptions, etc. To be of any practical use, a minimal consistency between different viewpoints of the same object must be assured.

I take as granted - and it is left to the responsibility of the programmer - that the initial version is in itself consistent (with the exception of the example- and assertion-attachments, which are checked by the evaluator). Whenever the user modifies part of his code or its description however, this consistency can not be assured any more. What the system does in such cases, is to keep the previous version as it is, but to travel back and forth in the program tree, associating to all dependant parts a conditional attachment referring to the modified code. This propagation technique permits to indicate during future displays of these parts, the fact that some parts have been altered and that the correctness of the old attachments can't be assured.

Special editor commands exist to delete those conditional attachments, or to replace them by new ones.

In order to be more concrete, let me go back to the example of paragraph 3.1, the function FOO, and let us suppose the initial version having some descriptors attached, such that we have the following state:
or, if we represent it in a tree-like structure (simplified for the purpose here):

After the modification of paragraph 3.1, we have initially:

Travelling 'back and forth' in the program tree is displayed here by the dotted line. Only those attachments are marked conditionally which are encountered on this route. So, we find after the propagation of the modifications the following modified tree:
In this example only endpoints of the tree were modified, so the only updating necessary was upwards in the tree. The reader shouldn't have any problems imaging a modification of a non-terminal node which would also imply some downward updating.

The ?-filler may be replaced afterwards with new specifications or, with a simple editor command, deleted. In this latter case the entire restriction on version zero or version one (in our example) is dropped, and the attachment is once more valid for the entire subtree.

Note that, if the function has an index attachment, the updating is continued in the calling functions. There exists an editing command permitting to travel through the newly created conditional attachments, permitting to get an immediate impression of the range of influence of the
modification, and permitting to correct – if necessary – the influenced parts. Needless to say, that the last modification, during an editing session, can be un-done: the tree takes back its previous structure if this is the case.

5.2 Automatic Construction of Descriptors

The initial design of our PE has a limited possibility of automatically constructing descriptors (attachments).

During the editing of a function or index-program is automatically invoked, attaching to the actual version a description of what functions are called (specifying the actually valid version of these), and indicating which variables in it are local, which global (bound and unbound). It equally updates the index attachments of the currently valid version of the called function, indicating there the complementary information, i.e. that they are called by this version of the function. Also, the property lists of all the variables used inside the function are updated with corresponding information.

As previously mentioned, in the paragraph on the evaluator, those informations may be used by it for the symbolic evaluation. Nevertheless, it is mainly intended for the interactive reading of the program and for future debugging of called functions: indications are given to the user to check that the modifications are consistent with the different calling sequences.

In a planned further development of the PE, constant use of the CAN (Gossens 79) and PHENARETE system (Wertz 82) are planned: each of these systems continuously constructing new attachments for every edited version. CAN will construct symbolic contracts, while PHENARETE will construct alternative versions of the edited functions. For a precise description of the capacities of CAN and PHENARETE the reader is referred to (Gossens 81) and (Wertz 79).
6.3 CONCLUSIONS

In this paper a programming environment being designed and implemented by the author in 1975 (Chelloux 80, Drumwas 76) has been presented. The first version will be experimental; only intense use of it will ultimately expose its strengths and weaknesses and determine the next version.

The proposed system gives programming support to a single programmer or a group of programmers working on a single, non-partitioned program. It is intended for use by experienced AI-programmers as well as by novice programmers [cf. my work with naive programmers (Wurtz 81)] and should, for this reason, combine high level support, such as automatic updating of descriptions and consistency checking, with low level support, such as automatic syntax checking during editing. It is centered around an interactive, structure oriented, language dependent editor, with special possibilities for handling multiple viewpoints of programs as well as supporting the simultaneous existence of multiple versions of a program.

The design is made to permit a maximum of flexibility and of ease of extension: every standard feature of the system can be adjourned by user-defined similar features.

The proposed EC intends to integrate — until now dispersed — subsystems in a unified system of interacting modules. Much of its possibilities are invoked automatically, without the user even being aware of it, such as the fact that modifications on one level of descriptions of the program are automatically propagated to all the other dependent levels.

The programs are — internally — represented as program trees, possibly containing multiple versions and multiple viewpoints of it. During interaction with the system, the user's cognitive capacities are never overloaded by too large an amount of information, and only one version or one viewpoint is visible at any moment of the interaction.

It is planned, ultimately, to give the user the possibility to do all the possible interactions — execution, editing, tracing, etc. — on any level whatsoever, with automatic references (wherever necessary) to the other levels.

Further development includes the adaptation of the system towards sophisticated display techniques, so that it would be possible to display in different windows, different aspects of the same program, and to show, during execution, in different active windows the progress of the computation.

Much work remains to be done to make the system independent of a specific language, such as LISP. To this end, I think the internal representation of the program trees can be kept, but ways have to be found to include, incrementally, compiled code (for compiled languages such as Pascal or Ada) and to maintain a strict correspondence between it and the tree-like representation of it. A special facility to 'generate' editors for a given language should also be included.
To increase the efficient use of the system, the notion of minimally necessary information should be further developed.

At the time of this writing, only the preliminary implementations are finished: I have re-written most of the LISP system to handle the program trees, a prototype version of the editor and a limited version of the evaluator are running. Practical experience in the use of the PE for the construction of larger programs will be gained over the next months, as it is intended as a tool for the further development of the PE itself.
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